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Time-resolved electron paramagnetic resonance (TREPR) spectroscopy was used to study two functionalized
fullerenes consisting of a C60 moiety covalently linked to TEMPO radical via spacers of different length.
Photoinduced electron spin polarization (ESP) reflecting a non-Boltzmann population within the energy levels
of the spin system was observed in the electronic ground and excited states. Both fullerenes are characterized
by a sign inversion of their TREPR spectra. A new mechanism of ESP generation was suggested to explain
the experimental results. This mechanism, termed as the reversed quartet mechanism (RQM), includes the
intersystem crossing process, which generates ESP in the excited trip-doublet and trip-quartet (2T1 and4T1)
states. This ISC is accompanied by ESP transfer to the ground state (2S0) by either electron-transfer reaction
(in our case via charge transfer state,2CT, i.e., 2T1 f 2CT f 2S0) or internal conversion,2T1 f 2S0.

Introduction

It was reported recently on the photoexcited rigidly bound
radical-triplet systems, where electron spin polarization (ESP)
was found to invert its sign in a microsecond time scale.1-4

Such temporal behavior is characterized by the EPR spectra,
initially in emission turning into absorption or vice versa.1-3

Signal inversion was found both in covalently linked C60-
nitroxide radical systems1-3 and in porphyrin-nitroxide radical
ligated complexes.4 In contrast to the case of radical-triplet
encounter pairs in liquids, where only ESP of the ground-state
radicals is detected,5-8 in the case of rigid systems, ESP of the
excited states are also observed.1-4

We report here on a mechanistic study of ESP generated in
covalently linked radical-triplet pairs (RTPs), where mutual
translational motion is absent. Under such conditions, the
conventional radical-triplet pair mechanism (RTPM) is not
operative.5-8 Therefore, a new polarization mechanism, based
on the effects of spin selective interactions within the photo-
excited molecule, is presented.

This work is an extension of recent studies of copper
porphyrins8b and chromium metallocorrole,8c characterized by
large spin exchange interaction (of several hundreds of wave-
numbers), and of functionalized fullerenes1,2 with small spin
exchange interaction (of a few wavenumbers), where the
tetrapyrroles or C60 moieties were photoexcited to their triplet
states, allowing radical-triplet interactions to generate ESP.
Two closely related fullerenes (1 and2, Scheme 1), consisting
of C60 covalently linked to TEMPO radical (C60-TEMPO) via
different spacers, were investigated. In both compounds, the
C60-TEMPO separation distances are comparable to the
diameter of C60. Both systems, when photoexcited, are char-
acterized by a sign inversion of the time-resolved EPR (TREPR)

spectra. To understand the mechanism, by which this phenom-
enon occurs, we have carried out a series of experiments over
a wide range of temperatures, covering liquid and solid states
of the solvents, with the C60-TEMPO concentrations, spanning
over 2 orders of magnitude.

Experimental Section

1 and 2 (N-methyl fulleropyrrolidine-TEMPO and metha-
nofullerene-TEMPO), consisting of C60 and the TEMPO radical
(2,2,6,6 tetramethylpiperidine-1-oxyl) covalently linked via a
pyrrolidine ring or a methanephosphate group, respectively, were
synthesized as described elsewhere.9,10 EPR samples were
prepared in 4 mm o.d. Pyrex tubes, degassed by several freeze-
pump-thaw cycles on a vacuum line and sealed under vacuum.
The concentration of1 and2 in toluene ando-dichlorobenzene
(DCB) was 10-4 to 5× 10-3 M. Steady-state EPR and TREPR
measurements were carried out with Bruker ESP 380 spectrom-
eter interfaced to OPO (Continuum Panther II-10; 2-3 mJ/pulse,
10 Hz repetition rate,∼10 ns pulse duration) pumped by the
third harmonic (355 nm) of the Nd:YAG laser (Surelite II-10),
Varian E-line EPR spectrometer interfaced to the Nd:YAG laser
(Continuum 661-20, 2-4 mJ/pulse, 20 Hz repetition rate,∼10
ns pulse duration) and Bruker ER 200D EPR spectrometer
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interfaced to the Nd:YAG laser (Continuum 661-20 or Quantel
Brilliant; 2-4 mJ/pulse, 20 Hz repetition rate,∼10 ns pulse
duration). The TREPR signals were taken directly from the
preamplifier and transferred to the digital oscilloscope (LeCroy
9400 or LeCroy LT 342) after being passed through a broadband
amplifier (20 dB). EPR signals were acquired on a PC through
a GPIB interface. The spectra were reconstructed from the full
set of data over a chosen magnetic field range. The response
times of the TREPR setups were 150-200 ns. The temperature
was controlled (with accuracy of 1 K) by a variable-temperature
nitrogen-flow Dewar located inside the EPR cavity.

Samples were excited by the 532 nm radiation. The magnetic
field was calibrated using the EPR signal of 1,1-diphenyl-2-
picrylhydrazyl (g ) 2.0036). In all systems studied, the kinetic
traces were independent of the microwave power in the range
between 20 and 200 mW, implying that the kinetics reflect spin
dynamics without effects associated with saturation phenom-
ena.11

Results

Figure 1 exhibits typical photoinduced TREPR spectra of1
in toluene (a) and DCB (b) and2 in toluene (c), at different
temperatures. These spectra were taken at two time windows,
corresponding to the maximum emission and the maximum
absorption (Figure 2). AtT e 315 K, for 1 in toluene (a) and
DCB (b), all spectra start in emission, evolving into absorption.
At T e 290 K, for2 in toluene (c), the initial absorptive spectra
evolve into emissive spectra at later times.

For both1 and2, the initial extremum is observed at about
200-500 ns after the laser pulse, while the following extremum
appears several microseconds later. The characteristic temper-
atures, where the spectral changes occur, strongly depend on
the solvent and, likely, relate to the liquid-glass transition
temperatures. It is noteworthy that the time, which corresponds
to the ESP sign change, does not depend on the concentrations,
while the EPR signal intensity is concentration dependent.

Three temperature regions were considered for each solvent:
(1) T > TH (high temperatures, liquid), (2)T < TL (low
temperatures, solid), and (3)TL < T < TH (intermediate
temperatures, soft glass).TH andTL are∼210 and 140 K for
toluene and∼260 and 250 K for DCB, respectively.

In the high-temperature region, the five-line TREPR spectra
are observed for both1 and 2.1 Figure 3, part 1, shows the
spectrum of1 taken in DCB at 650 ns after the laser pulse.
Figure 3, part 2, depicts the spectrum of2 taken in toluene at

Figure 1. Photoinduced TREPR spectra of1 and2. Spectra shown for each temperature refer to the maximal emissive and absorptive signals.
Solid lines: initial spectra recorded at 0.3µs after the laser pulse; dotted lines: spectra recorded at 1.5µs after the laser pulse. Key: (a)1 in
toluene; (b)1 in o-dichlorobenzene; (c)2 in toluene.

Figure 2. Experimental kinetic traces (arbitrary units) vs simulated
temporal dependences of relative population differences for compound
1 (left column, a1-e1) and for compound2 (right column, a2-e2).
Solid lines: experimental traces of the excited (a1, c1, e1 and a2, c2,
e2) and ground (b1, d1 and b2, d2) states. Dashed lines: simulated
curves describing the overall population difference of the excited states
(2T1 + 4T1; see text for details). Dash-dotted lines: calculated traces
of the population differences of the trip-doublet state (2T1). Dotted
lines: calculated traces of the population differences of the ground state
(2S0).
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1500 ns after the laser pulse. The field positions of the EPR
lines do not depend on the temperature and the solvent. Typical
kinetic traces, obtained atT > TH (300 K for 1 and 290 K for
2) in toluene, taken at field positions 1 and 3′/3′′ (Figure 3,
part 1), are presented in Figure 2 (parts a1, b1 and parts a2,
b2).

At low temperature (T < TL), the observed spectra are poorly
resolved. Figure 4 depicts very early spectra obtained at 120
and 115 K for1 and2, respectively. The spectrum of1 exhibits
three strongly overlapped lines, while that of2 also includes
three intense overlapping lines in the middle but with two
additional broad outermost lines (absorptive peak at low
magnetic field and emissive peak at high field). For1, identical
spectra and kinetics were observed in both solvents. The
corresponding kinetic traces are shown in Figure 2 (parts e1
and e2).

In the intermediate region,TL < T < TH, spectra represent a
mixture of the spectra for high and low temperatures (Figure
1). Such intermediate regime exists in toluene solutions and
practically is absent in DCB.

Discussion

The EPR Spectra.To a good approximation, each of1 and
2 can be considered as consisting of two separate entities, i.e.,
C60 and TEMPO, located at a fixed distance from each other.

The center-to-center distance was estimated to be 8 Å for 1
and 11 Å for2.12 For1 and2 compounds, the distance between
the radical NO and the “surface” of C60 was found to be 4 and
7 Å, while the distance between the radical NO and the
“equator” of C60 was estimated to be 7 and 10 Å.12 Chemical
bonding, via the pyrrolidine or phosphate bridges, does not
involve electrons responsible for the stable spin (S ) 1/2),
localized on TEMPO, and for the photoinduced spin (S ) 1),
localized on the equator of C60.13 These three valence electrons
are involved in the formation of the lower electronic excited
states of1 and 2. In such systems, the exchange interaction
between two electrons of C60 moiety is much larger than the
exchange interaction of these electrons with the uncoupled
electron of TEMPO moiety. Thus, the full Hamiltonian can be
replaced by an effective one, which operates only on the radical
and triplet spin variables (SR and ST, respectively). In other
words, the line positions of the EPR spectra of the excited states
of 1 and 2 can be found by taking into account only the
exchange and magnetic interactions within the intramolecular
doublet-triplet pairs. With such an approach, the two electrons
of C60 moiety are coupled by the “doublet-doublet” spin
exchange,Hex

DD ) -2JDDSaSb, while the three electrons of the
doublet and triplet moieties are coupled by the “doublet-triplet”
spin exchange interaction,Hex

DT ) -2JDTSRST, whereJDD and
JDT are the exchange integrals;ST ) Sa + Sb; andSa, Sb are the
spin operators of each of the two triplet C60 electrons, a and b,
respectively. The major contributions toJDT are the direct spin
exchange and the superexchange through the bridge. The latter
includes the spin superexchange itself and the exchange via
intramolecular electron transfer (ET), to generate the charge
transfer state,2CT ≡ 2(2C60

-; 1TEMPO+). Because of the
relatively large distance between the triplet and doublet com-
ponents, the direct exchange, operating due to overlapping of
orbitals of C60 and TEMPO, is negligible.14 On the other hand,
the superexchange, induced by the delocalization of electrons
on the pyrrolidine or phosphate bridge may be of a few
cm-1.15,16Detection of the EPR spectra of “pure” excited doublet
and quartet states supports the above estimate. In such a case,
whereJDT is larger than the magnetic interactions within the
system (strong exchange limit),17 the exchange interaction
removes the spin degeneracy forming the excited doublet and
quartet states separated by∆EDT () 3JDT). In the opposite case
of the weak exchange limit, whereJDT is smaller than the
magnetic interactions, the excited doublet and quartet states are
no longer pure spin states and the EPR spectra should show
separate resonances close to theg-values of the individual
centers (C60 and TEMPO, in our case).17 Such spectra must
depend on bothJDT and DTR (the dipole-dipole interaction
betweenSR andST) and are split into multiplets whenJDT value
is smaller than theg-value difference between centers.17 In our
case,JDT > 0 for 1 andJDT < 0 for 2, implying that the quartet
state lies below the excited doublet state and vice versa,
respectively.1 Eigenfunctions of the systems can be approxi-
mately described by the product of the eigenfunctions of the
C60 and TEMPO parts.17 The first excited eigenstates of1 and
2 can be referred to as a “sing-doublet” (2S1), “trip-doublet”
(2T1) and “trip-quartet” (4T1) with “sing” and “trip” indicating
either a singlet or triplet configuration of theπ-electrons of C60

and pointing out on a dual character of the system.18 For 1,
these states are schematically shown in the energy diagram of
Figure 5a. For2, a similar diagram is valid except that the2T1

state lies below the4T1 state (not shown). Energies of the2T1

Figure 3. (1) TREPR spectrum of photoexcited1 (DCB, 260 K, 650
ns after laser pulse); (2) TREPR spectrum of photoexcited2 (toluene,
290 K, 1500 ns after laser pulse).

Figure 4. Solid lines: experimental TREPR spectra of1 and 2 in
glassy toluene matrix (120 and 115 K, respectively). Dashed lines:
integrated (and inverted in case1) steady-state EPR spectrum of1 and
2. Dotted lines: the same as dashed but 3-fold narrowed.
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and4T1 states are close to that of the3T1 state of C60, which is
located at∆ED-D ) 2JDD ≈ 0.2 eV below the2S1 state (cf.
Figure 5a).

In the strong exchange limit the2T1 and 4T1 states are
described phenomenologically by separate spin Hamiltonians.
Thus, theg-factor and hyperfine splitting (hfs) parameters of
the2T1 (gD andAD) and4T1 (gQ andAQ) states can be expressed
by the linear combinations of the corresponding values of C60

and TEMPO:17

where gR and gT are the g-factors of TEMPO and3*C60,
respectively, andAR

N is the hfs parameter of TEMPO. In the
control experiments, we measured separately the isotropic EPR
parameters of TEMPO and3*C60 (gR ) 2.0060,gT ) 2.0014,
andAR ) 15.35 G), which are in a good agreement with those
obtained previously.1,19,20 With these data and eqs 1-4 we
calculategD ) 1.9998,gQ ) 2.0029,AD ) -5.1 G, andAQ )
5.1 G. These calculated parameters can be compared with the
experimental ones extracted from the field positions of the EPR
lines (cf. Figure 3). Such comparison shows that the field

positions of lines labeled 1, 2, and 5 are in agreement with those
calculated for the ground state spectrum of TEMPO while the
field positions of lines labeled 2′, 3′, 4′ and 3′′, 4′′, 5′′ correspond
to the 2T1 and 4T1 states, respectively. We conclude that the
five lines of the TREPR spectra of1 and 2, observed in the
liquid phase, can be considered as a superposition of three
triplets of lines corresponding to the following: (1) the ground
state (2S0) of 1 or 2 with a line separation of 15 G; (2) two
excited states (2T1 and 4T1) with a line separation of 5 G in
each spectrum. Both the ground state and excited state spectra
consist of the three equidistant lines due to hfs.

Upon temperature decrease, the TREPR spectra undergo
significant changes, when a well-resolved pattern turns into
broad, almost-unresolved lines (Figures 1). It should be em-
phasized that even for liquid solutions the ground state spectrum
of TEMPO, in equilibrium, is not fully isotropic, namely, (1)
the different hf lines are of different intensity, and (2) the line
shapes are not Lorentzian. It is due to fact that even fast
molecular motion cannot average the large anisotropy of theg-
and hf interaction tensors. In glassy environment, the dipolar
interaction within the clusters formed in frozen solutions
broadens the TREPR spectra as well.21 The intermediate
temperature region betweenTH and TL correlates with that
betweenTM andTG, whereTM is the melting point (178 K for
toluene and 256 K for DCB) andTG is the glass transition
temperature (117.5 K for toluene and 170 K for DCB).22,23

Contrary to the liquid phase, in the glassy environment, the
hfs constants and theg-factors cannot be rigorously determined
because of line broadening. Nevertheless, analysis of the spectral
shape of the broadened lines allows identifying the observed
species. The analysis is based on the fact that, in the slow motion
regime, the hf lines overlap and, thus, the width of the EPR
spectrum is dictated by the hfs constant. In Figure 4 (dashed
lines), we show the integrated steady-state EPR spectra of1
and2, attributed to the TEMPO moiety. Such spectrum of1 is
inverted in addition. These spectra are presented together with
the photoinduced TREPR spectra of1 and2 (solid lines). Also
shown are the computer-simulated spectra (dotted lines),
obtained upon compression by a factor of 3 the scale of the
magnetic field for the dashed-line spectra. According to eqs 2
and 4, this narrowed spectrum simulates the spectrum of the
2T1 or 4T1 state. In particular, the line width of the low-
temperature spectrum is close to that of the simulated spectrum
(Figure 4). It implies that, in glassy samples, we observe excited
states only. Unfortunately, we cannot distinguish between the
2T1 and 4T1 states because of a relatively small difference
between theirg values (∆g ) 0.0029). Thus, both states
correspond to the broad central peak of the spectra taken at low
temperature. If these spectra include a contribution of the quartet
state then, in principle, the two outermost anisotropic lines of
4T1 could be observed together with the central line.24,25 The
spectra shown in Figure 4 are displayed on an expanded scale,
as compared to the spectra shown in Figure 1. It is demonstrated
that we are dealing with a single line (structured by hfs) for1
and with three anisotropic lines for2 (the central line is also
structured by hfs). The central line of2 represents the sum of
several contributions, namely the following: (1) the Zeeman
transition within the2T1 manifold; (2) the-1/2 T +1/2 transition
within the4T1 manifold, which involves contributions from all
orientations of the quartet with respect to the magnetic field,
and (3) minor contributions from the tails of the outermost lines
corresponding to the(3/2 T (1/2 transitions. The single
structured line of1 also includes the contribution from the
-1/2 T +1/2 transitions within both4T1 and2T1 manifolds, while

Figure 5. (a) Energy diagram of C60-TEMPO ensembles. (b) Kinetic
scheme of processes involved in ESP generation.
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the (3/2 T (1/2 transitions are not observed. The outermost
lines originate from transitions corresponding mainly to the
perpendicular orientation of the rotational molecular axis with
respect to the magnetic field.24,25 Such outermost lines should
be separated from the central line by the distance equal to
DQ/geâB, whereDQ is the ZFS parameter of the quartet state.24

A rough estimate ofDQ can be obtained, using the expression
DQ ) (1/3)DT + (1/3)DTR,

17 whereDT is the ZFS parameter of
the triplet moiety (DT/geâB ≈ -100 G for C60)26 andDTR relates
to the dipolar interaction between the triplet and radical
constituents. Thus, neglecting the contribution of the second
term, which is expected to be small due to the relatively large
intramolecular triplet-radical distance, we obtain the fact that
the central and outermost anisotropic lines have to be separated
approximately by 30-40 G. This figure is in line with observed
separation between outermost anisotropic lines (75 G) of the
quartet state of2. It is also close to that obtained for the
compound similar to those used in this study.27 SinceDQ < 0,
the low-field outermost spectral wing is attributed to the
-1/2 T -3/2 transition and the high-field one relates to the
+1/2 T +3/2 transition.24 While for 2 we have detected all three
anisotropic lines, for1 the outer lines escape EPR detection
(Figure 4). This apparent discrepancy will be discussed below.

Mechanism of Spin Polarization.
1. General Remarks. To elucidate an ESP mechanism,

several experimental observations should be taken into ac-
count: (1) in the liquid and soft glass, we observe simulta-
neously the TREPR spectra of the ground doublet, excited trip-
doublet and trip-quartet states; (2) in the solid glass, only the
excited states are detected; (3) the early spectra of1 start in an
emission mode, evolving into an absorption mode and vice versa
for 2; (4) the characteristic times of the ESP generation do not
depend on the concentration of C60-TEMPO.

We consider the ESP mechanism by taking into account the
intramolecular magnetic interactions between the radical (R)
and the photoexcited triplet (3T1) within C60-TEMPO. The
energy states, which participate in the ESP formation, are shown
in Figure 5a. The intramolecular charge transfer (CT) state
associated with the ET reaction between two parts of the
molecule (2CT) is also presented. The CT interactions are often
considered as the dominant interactions for triplet quenching
of aromatic molecules (including fullerenes) by nitroxyl
radicals.28-31 The energy of2CT is equal to that required for
ET from TEMPO to C60:32,33

whereEred ) -(0.46÷ 0.54) V34,35andEox ) +(0.55÷ 0.87)
V,31,34 are the reduction potential of C60 and the oxidation
potential of TEMPO vs SCE, respectively;e is the electron
charge,ε is the dielectric constant, andrs is the distance between
donor and acceptor (spacer length). Neglecting the Coulombic
interaction of the charged products, one obtainsECT ) 1.0-
1.4 eV, which is the upper-limit value. Thus,2CT lies below
2T1/4T1, allowing the latter to be quenched via CT reactions.36

2. Reversed Quartet Mechanism.RTPM cannot explain the
present results. It is due to the fact that our systems possess
rigid covalent structures with fixed triplet-radical distances.
In such a case, there is no mutual diffusive motion of the
interacting paramagnetic species as required.5-8,37 For intermo-
lecular cases, the ESP generation via RTPM could be principally
expected during encounters between the triplet part of one C60-
TEMPO molecule and the radical part of the other C60-TEMPO
molecule. However, such a route can be also neglected, since
we observed that ESP is generated in time scale of 200 ns,

independent of the C60-TEMPO concentration. This figure is
in contradiction with the estimated time of 10µs (for the
diffusion-limited process at low concentrations of 10-4 M).
Moreover, the RTPM cannot account for the ESP sign reversal.
In addition, at any particular time the ESP sign of the ground
and excited states was found to be the same (cf. Figure 1). This
observation also contradicts RTPM, which is a spin sorting
process only, i.e., it neither creates nor destroys magnetization.
In such a case, signs of the radical and triplet ESP should be
opposite. Because ESP of the quartet state of fullerenes has to
follow that of the triplet state of C60 moiety, the ESP sign of
the quartet must differ from that of the radical.

ESP transfer (ESPT) mechanism cannot account for the
observed ESP as well.37,38 In the framework of ESPT, polariza-
tion of the triplet part is generated due to a fast selective ISC
and then it is “transferred” to the TEMPO part. For the
intermolecular case, ESPT is not operative by the same reasons
outlined above for RTPM, while for intramolecular case, two
mechanisms of ESPT, namely the energy transfer mechanism39

and the direct spin exchanged mechanism,40 should be consid-
ered. The former mechanism cannot occur since the first excited
state of TEMPO lies higher than the triplet state of the C60 part.41

The latter mechanism is discarded since the ESP of both triplet
fullerene derivatives is absorptive, whereas we detected an initial
emission for1 and absorption for2.

In view of the above consideration, we propose a new
mechanism, which can account for the initial emissive polariza-
tion and the subsequent absorptive polarization or vice versa.
This mechanism, termed as reversed quartet mechanism (RQM),
includes ISC, which generates ESP within the excited2T1 and
4T1 states. Such ISC is accompanied by the ESP transfer to the
ground state,2S0 (by either the ET reaction or the2T1 f 2S0

internal conversion (IC)). These processes are schematically
depicted in Figure 5a. The term RQM stems from its formal
similarity with reversed triplet mechanism applied earlier to the
triplet radical ion pairs,42,43where triplet sublevels are depleted
selectively to the singlet ground state, and concurrently, the
triplet forms radical products in the course of the chemical
reaction. In such a case, the products can manifest a net ESP
when ISC competes with the chemical reaction and the spin
relaxation within the triplet manifold. In the following sections,
we will discuss the processes participating in RQM.

(i) Processes Occurring During the Laser Pulse.During
the laser pulse, several processes manage to be completed,
namely photoexcitation (kA), sing-doubletf trip-doublet IC (kE)
and sing-doubletf trip-quartet ISC (kSO).

The excited doublet state2S1 is formed due to photoexcitation
of the C60 moiety. The extinction coefficients of1 and2 at 532
nm were found to be of 1200 M-1 cm-1, which is close to that
of the pristine C60. Thus, the effective rate constant of light
absorption,kA ()σI) is 2 × 106 s-1,44 whereσ () 2 × 10-18

cm2) is the absorption cross section of C60-TEMPO andI
(≈1024 photons/cm2) is the photon flux per unit area. For
simplicity, we make a reasonable assumption, confirmed by the
simulations, that the characteristic time of the overall quenching
responsible for the ESP generation is longer than duration of
the laser pulse (τp ) 10-8 s). As a result, we obtain that only
∼2% of the molecules are excited. All other molecules (98%)
remain in the ground state,2S0, during the entire photoinduced
cycle. In such a case, light absorption itself results in the
simultaneous depletion (2%) of both ground-state Zeeman
sublevels. It implies that ESP is reduced by 3.3× 10-5 (at 130
K) with respect to equilibrium value, and thus, such ESP
manifests itself as the initial “emissive” TREPR signal (after

ECT ) eEox(TEMPO)- eEred(C60) - e2/εrs (5)
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subtraction of the equilibrium signal). In our systems, the above-
described “optical” ESP is several times weaker then ESP
generated via RQM.

During the laser pulse, two processes populate2T1: the
indirect process via fast spin-orbit induced ISC within the C60

moiety, 1S1 f 3T1 (5 × 108 s-1),45 and the direct process via
the 2S1f 2T1 IC, while the4T1 state can be populated only via
the ISC.

As a result of indirect process (ISC and the radical-triplet
interaction), the photoexcited2S1 state is converted rapidly to
the spin polarized2T1 and 4T1 states. Since the difference in
the Zeeman energies of the doublet (TEMPO) and triplet (3*C60)
spins is much less thanJDT, the eigenfunctions of the spin
Hamiltonian describe pure doublet and quartet spin states. For
the doublet state they can be expressed as follows:17

where|T0〉 and |T+1〉 are the near-high-field eigenfunctions of
the3*C60 substates and|R〉 and|â〉 are those of the up and down
Zeeman states of the TEMPO moiety, respectively.

The analogous eigenfunctions of trip-quartet substates are17

Since the ZFS parameter of3*C60 is relatively small, the triplet
wave functions can be considered in the high-field approxima-
tion. In such a case, we may neglect the magnetic selectivity
and, based on eqs 6 and 7, claim that initially all six Zeeman
sublevels will be equally populated with no contribution to the
initial polarization.

Direct transition from2S1 is the second route to populate2T1.
Such transition is partially allowed due to mixing of2S1 and
2T1 induced by the nonequivalent exchange in three-electron
system, namely by the interaction of two electrons of the C60

triplet moiety with one electron of the TEMPO doublet
moiety.18,46 Furthermore, the matrix element|〈2S1|Hex

DT|2T1〉|
was shown to be proportional to the Coulomb integralQC.46

Since QC does not depend on spin variables, the exchange-
induced transitions are not spin selective.

(ii) Trip-Doublet T Trip-Quartet ISC ( kDQ and kDQ). The
radiationless transition rate constant,kDQ, between the Zeeman
sublevels of2T1 and4T1 (labeled asm2 ) (1/2 andm4 ) (1/2,
(3/2, respectively), can be expressed as the product of the zero
point motion rate constant,kDQ

00 ()1013-1014 s-1), the Franck-
Condon factor, FC, and the prohibition factor due to change of
the spin,fS (m2,m4): 47

Since the energy gap between2T1 and4T1 is small (i.e., 3JDT is

much smaller than the vibrational quanta) and the vibrational
relaxation within the2T1 state is very fast, the transition occurs
between the zeroth vibrational levels of2T1 and4T1. In such a
case, two important consequences can be derived. First, one
should expect a large overlap between the initial and final
vibrational eigenfunctions and, as a result, FC should be large.
Second, the doublet-quartet ISC becomes reversible, in contrast
to the case of a large energy gap, where a fast vibrational
relaxation within the final state makes the back ISC practically
forbidden. Since in our case 3JDT . ∆EZ (where∆EZ is the
energy gap between two neighboring Zeeman sublevels), the
ratio kQD(m4, m2)/kDQ(m2,m4) ) exp(-3JDT/kT) ≈ 0.98 is valid
for any of the allowed doublet-quartet transitions. The back-
ward quartet-doublet ISC will be shown below to be respon-
sible for the inversion of the ESP sign found in1 and2. From
perturbation theory, we can obtain the values offs:

where ∆E(m2,m4) ) E[2T1(m2)] - E[4T1(m4)]. Transitions,
allowed due to the ZFS interaction, are listed in Table 1, together
with the corresponding matrix elements, averaged over the
angles of the magnetic field direction in the dipolar interaction
tensor principal axes.1 Taking into account the energy gaps
between various pairs of the Zeeman sublevels, we obtain the
magnitudes ofkDQ(m2,m4) (Table 1). The appropriate magnitudes
of the parameters involved are also shown in Table 1. In Figure
6, we show the respective population distributions over the
Zeeman sublevels of4T1, neglecting the quenching and spin
lattice relaxation (SLR) processes. Such distributions relate only
to very early times after photoexcitation. They show an excess
of population in the highest and lowest energy levels of the
quartet state.

(iii) Polarization Transfer to Ground State (kDD0 and kDC/
kCD0). Polarization transfer to the ground state will be discussed
in terms of Figure 5a. Two routes can account for such a transfer

|2T, + 1
2〉 ) 1

x3
(- |T0〉|R〉 + x2|T+1〉|â〉)

|2T, - 1
2〉 ) 1

x3
(- |T0〉|â〉 + x2|T-1〉|R〉) (6)

|4T, + 3
2〉 ) |T+1〉|R〉

|4T, + 1
2〉 ) 1

x3
(x2|T0〉|R〉 + |T+1〉|â〉)

|4T, - 1
2〉 ) 1

x3
(x2|T0〉|â〉 + |T-1〉|R〉)

|4T, - 3
2〉 ) |T-1〉|â〉 (7)

kDQ(m2,m4) ) kDQ
00 × FC× fs(m2,m4) ) kDQ

0 × fs(m2,m4)
(8)

TABLE 1. Parameters of Trip -Doublet T Trip -Quartet
Intersystem Crossing

energy
gapc

transition
rated

transitiona
transition

matrix elementb 1 2 1 2

+1/2 f +3/2 1/45DT
2 3J - ∆Ez -3J + ∆Ez 1.4 0.20

-1/2 f +3/2 1/45DT
2 3J - 2∆Ez -3J + 2∆Ez 1.1 0.19

-1/2 f +1/2 1/135DT
2 3J - ∆Ez -3J + ∆Ez 0.5 0.07

+1/2 f -1/2 1/135DT
2 3J + ∆Ez -3J - ∆Ez 0.4 0.08

+1/2 f -1/2 1/45DT
2 3J + 2∆Ez -3J - 2∆Ez 1.0 0.24

-1/2 f -1/2 1/45DT
2 3J + ∆Ez -3J - ∆Ez 1.1 0.22

a 2T1(m2) f 4T1(m4). b 〈4T1(m4)|HZFS|2T1(m2)〉2
av. c ∆E(m2,m4). d kDQ

0

× {〈4T1(m4)|HZFS|2T1(m2)〉av
2/∆E(m2,m4)2} × 10-6 s-1. kDQ

0 ) 1.5 ×
1013 s-1, J ) 1.7 cm-1, |DT| ) 10-2 cm-1 for 1. kDQ

0 ) 1013 s-1,
J ) - 3.4 cm-1, |DT | ) 10-2 cm-1 for 2.

Figure 6. Population distributions over the Zeeman sublevels of
the 4T1 state at early times after photoexcitation, obtained for1
(a, JDT > 0) and2 (b, JDT < 0) by using the transition rates shown in
Table 1.

fs(m2,m4) ) |〈4T1(m4)|HZFS|2T1(m2)〉|2/∆E(m2,m4)
2 (9)
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with the conservation of the spin projection. The first is
2T1 f 2S0 (IC, kDD0) and the second route is the successive
forward and backward ET, i.e.,2T1 f 2CT f 2S0 (kDC andkCD0,
respectively). It is known that the nonadiabaticity operator is
responsible for both the IC and ET transitions between the
adiabatic electronic states.48,49 This operator does not act
explicitly on the spin variables and, as a result, both IC and ET
transitions between states of equal multiplicity do not change
the spin alignment. However, in our systems, the ET route is
apparently more efficient because of several reasons. First, CT
formation is considered as the major pathway for triplet
quenching of aromatic molecules by nitroxyl radicals.28,29

Second, ET and back ET (BET) may occur with a considerable
activation energy (as was actually found for our systems), while
IC is expected to be activationless. Activationless character is
anticipated since IC occurs via tunneling (as a result of a small
mutual displacement of the2T1 and 2S0 potentials along the
reorganization coordinate). Third, the2T1 f 2S0 IC is ac-
companied by the3T1 f 1S0 ISC, a process which depends on
the spin and, thus, does not conserve the spin alignment. As a
result, we will not consider the IC route as compatible with the
CT route. As to the CT route itself, we cannot determine which
one of the two successive ET processes (forward ET or
backward ET) is the rate-limiting stage. Simulations of the
kinetic traces show that the ESP dynamics does not depend on
a specific choice. Therefore, utilizing the generalized effective
rate constant,kCT ) (kDC

-1 + kCD0
-1)-1 and assuming, for a

definiteness, that ET is slower than BET, we getkCT ≈ kDC. In
such a case, taking into account that the electron is transferred
from the TEMPO part to the C60 part over the distancerCT, the
rate constant can be expressed as follows:50,51

wherekCT
0 ) 2πR0

2/{p(4πλkT)1/2} is the preexponential factor,
R0 is the contact electronic coupling matrix element (for
intramolecular ET,R0 ≈ 200-400 cm-1), λ is the reorganization
energy (≈1000 cm-1), â is a constant of about 1-2 Å-1, EA )
{-(∆G + λ)2/4λ} is the activation energy of the ET reaction,
and∆G is the free energy of reaction. On the basis of the above
values, we obtainkCT

0 ≈ 1014 s-1, and thus, kCT
0 ×

exp[-ârCT] ≈ 1010 s-1 for rCT ≈ 8 Å, i.e., for the distance
typical for the C60-TEMPO compounds under study.12 Indeed,
the simulations, carried out for1 and2, indicate that forT )
107-315 K the polarization transfer to the ground state is an
activated process (see below). It implies that the ET reactions
are involved in the quenching process with the rate constant
expressed by eq 10. The simulations provide us withEA )
(3.5 ( 0.3) and (2.3( 0.3) kcal/mol andkCT

00 ) 7.0 × 109

and 2.2× 108 s-1 for 1 and2, respectively. WithkCT
0 andâ

taken as 1014 s-1 and 1.2 Å-1, we obtain thatrCT ) 8 and 11
Å for 1 and2, respectively. These figures are in line with the
separation distances between the C60 and TEMPO moieties
obtained by molecular modeling.

(iv) Spin-Lattice Relaxation (wD/w-D, wQ/w-Q, and wD0/
w-D0). To simulate the ESP dynamics, one should take into
account the SLR processes. We took into account both the
forward and backward transitions with the respective rate
constantswS andw-S, (S) D, D0, andQ for 2T1, 2S1, and4T1,
respectively). We utilized the single-quantum SLR transitions
between the magnetic sublevels, taking into account the principle
of detailed balancing, i.e., thatw-S ) wS exp(-∆Ez/kT).52,53

Since SLR within the quartet state is induced by fluctuations

of the ZFS interaction, which considerably exceeds the magnetic
interactions in the doublet states, we expect thatwD0 ≈ wD <
wQ.

(v) Kinetic Scheme.The reversed quartet mechanism can
be discussed in terms of Figure 5b, which depicts the processes
related to the ESP generation. Light absorption (kA) acting
during 10 ns and the prompt populating of the2T1 and4T1 levels
(kE andkSO, respectively), are considered as the initial conditions.
More specifically, based on the above discussion, we assume
that at very short time, which we consider as the zero time,
the relative populations of the Zeeman sublevels of2S0, 2T1

and 4T1 are as follows: [2S0(-1/2)]0 ) 0.98[2S0(-1/2)]eq;
[2S0(+1/2)]0 ) 0.98[2S0(+1/2)]eq; λ[4T1(-3/2)]0 ) λ[4T1(-1/2)]0

) λ[4T1(+1/2)]0 ) λ[4T1(+3/2)]0 ) [2T1(-1/2)]0 ) [2T1(+1/2)]0,
where subindex “eq” stands for the equilibrium populations and
λ is the parameter indicating the initial population distributions
between the2T1 and4T1 states. From simulations, we haveλ )
2 and 3 for1 and2, respectively.

EPR detects a component of the magnetization, perpendicular
to the external magnetic field (M⊥), while a component, parallel
to this field (M|), is associated with the population difference
∆n between the Zeeman sublevels involved in the microwave
induced transition. Generally, temporal behavior of the mag-
netization is described by the modified Bloch equations, which
together with the spin-lattice and phase relaxation terms,
characterized by the respective relaxation timesT1 ) wS

-1 and
T2, include also terms accounting for the electronic quenching
and chemical processes.54 In our case, TREPR signal is changed
with a characteristic time longer thanT2. Thus, the derivative
of the perpendicular magnetization components with respect to
time can be safely taken as zero. As a result,M⊥ (and
corresponding EPR signal) is proportional to the productT2 ×
ω1 × ∆n, where ω1 ) (gâB/p)B1, g is the g-factor of the
transition andB1 is the amplitude of the microwave field.55 In
addition, since we do not observe microwave saturation effects,
we can neglect the microwave field term in the equation for
∆n. The above considerations imply that, in our case, analysis
of the EPR signals can be replaced by analysis of the respective
populations.

The populations of the Zeeman sublevels of the ground and
excited states were found by numerical solutions of the set of
coupled balance equations with the rate constants described in
previous sections:

whereP is the column vector with components, which represent
the populations of the individual sublevels, andW is the matrix
with elements comprised of the linear combinations of the rate
constants of the processes involved. Equation 11 is presented
in expanded form in Appendix I.

The simulations should take into account the concurrent
behavior of three paramagnetic species, reflected as kinetics of
different overlapping lines of the same EPR spectrum. Thus, in
this procedure, we need to calculate the absolute populations
of the Zeeman sublevels of the different electronic states and
to assign them to the intensities of all observed lines. To satisfy
the above requirements, instead of the true population differ-
ences we introduce and utilize the effective population differ-
ences, namely, that of the excited states,∆n(ES), that of the
ground state,∆n(GS), and that of the trip-doublet state,∆n(D).
The definitions of these quantities are presented in Appendix
II.

Simulations were carried out for different temperatures. To
fit in the effective population differences with the EPR signal

kCT ) kCT
00 × exp(-EA/kT) ) kCT

0 ×
exp[-ârCT] exp(-EA/kT) (10)

dP/dt ) WP (11)

11150 J. Phys. Chem. A, Vol. 109, No. 49, 2005 Rozenshtein et al.



amplitudes, the input parametersJDT, kDQ
0, λ, EA, wD0, wD, wQ,

andkQD0 were varied. Results of the simulations are displayed
in Figure 2, superimposed on the relevant experimental data.
These traces are presented by taking into account several
instrumental effects, described in Appendix II.

Results of Simulation. The results, obtained within the
framework of RQM, explain the dynamic behavior of ESP,
characterized by the sign inversion of the EPR signal. RQM
describes the behavior of both the excited and ground states
and explains the temperature and environment dependences of
ESP.57,58 We have verified that together with the4T1 state, the
2T1 state contributes considerably to the observed overall ESP
of the excited states (cf. Figure 2). As to the2T1 f 4T1 ISC,
the best simulations were obtained withkDQ

0 ) 1.5× 1013 s-1

at high temperatures and (0.3÷ 0.5) × 1013 s-1 at low
temperatures, for both1 and2.

The simulations also provide us with the SLR rates within
the 4T1, 2T1, and 2S0 manifolds. In liquid solutions,wQ is of
(2 ÷ 3) × 107 s-1 for 1, while for 2 wQ was found to be slower
(≈106 s-1). These values are comparable tokCT. In the glassy
solutions,wQ is slower than in liquid solutions, namely of
(2 ÷ 3) × 105 s-1 for both 1 and 2. It turns out that the
calculated kinetic curves, particularly the time when ESP
changes its sign, are sensitive to values ofwQ. This is the case
because SLR within the trip-quartet state strongly affects, via
the 2T1 T 4T1 and2T1 f 2S0 processes, the population of2T1

and2S0 states. On the other hand, the time dependences were
found to be insensitive to variations ofwD ((1-5) × 105 s-1).
For 1 and2, the magnitude of the SLR rate of the ground state,
wD0, was found to change from 104 s-1 (100 K) to 3× 105 s-1

(300 K).
Data on the SLR rates within multiplet states (triplet, quartet,

etc.) in liquids are scarce.59,60 For the triplet state of pristine
C60, SLR was found to occur with the rate of 3× 106 s-1 in
toluene at room temperature.61 This figure is the intermediate
between those obtained in the present study for the quartet states
of 1 and2. Apparently, SLR within the quartet and triplet states
is governed by fluctuations of the ZFS interaction with a rate
dictated by the values of the ZFS parameters and the fluctuation
correlation timeτC.52 Since ZFS values of1 and 2 are close,
the difference between their SLR rates is determined, most
likely, by differentτC values associated with different molecular
size and shape. The low-temperature value ofwQ obtained here
is also close to the triplet SLR rates.62 Summarizing this part,
we conclude that SLR of the quartet and triplet states apparently
results from similar mechanisms.

With the data obtained by the simulations, we can analyze
the populations of the Zeeman sublevels and the related EPR
signal amplitudes over a wide range of temperatures. Results
obtained for low temperature are shown in Figure 2 (parts e1,
e2). For both1 and2, the light-induced population differences
of the ground state were found to be negligibly small as
compared to those of the excited states. This is in line with
experiments where only EPR transitions within the2T1 and4T1

states were observed, while the ground-state molecules escape
detection. The reason is that the ET rate was shown to decrease
considerably by lowering the temperature. Thus, the ESP transfer
to the ground-state becomes slower than SLR within the excited
states and, as a result, ESP relaxes to its equilibrium value prior
to repopulating the ground state. For the excited states of2, the
-1/2 T +1/2 transition of2T1 and all three anisotropic transitions
of 4T1 (-1/2 T +1/2, -1/2 T -3/2 and +1/2 T +3/2) were
detected, while for1, the two outermost lines attributed to the
-1/2 T -3/2 and+1/2 T +3/2 transitions were not observed.24,25

The reason for that is as follows. The ratio between the
amplitudes of the outer and central resonances (κP) can be
presented as a product of the analogous ratio for the equilibrium
spectrum (κP

E) and the ratio of the corresponding nonequilibrium
population differences (κNE ) |∆n((3/2, (1/2)/∆n(-1/2, +1/2)|
≡ |([4T1((3/2)] - [4T1((1/2)])/([ 4T1(-1/2)] - [4T1(+1/2)])|), i.e.,
κP ) κP

E × κNE. A powder EPR spectrum of the equilibrium
quartet state was analyzed previously.24 In this study, the
intensity distribution between the peaks was found to depend
strongly on DQ and the transition broadenings,W0 for the
-1/2 T +1/2 transition andW1 for the(1/2 T (3/2 transitions.
Using expressions derived in ref 24 and assuming thatW0 )
W1, for DQ/geâB ) 40 G and the transition broadening of 5 G,
we obtainκP

E ) 0.01. The value ofDQ was estimated above,
and the value ofW0 was obtained from the line width of the hf
component of the central peak (W1 cannot be found because of
an absence of outermost peaks for1 and full overlapping of
the hf components of the outermost lines for2). On the other
hand, the simulations show that the population differences
∆n(-3/2, -1/2) and ∆n(+3/2, +1/2) considerably exceed
∆n(-1/2, +1/2), i.e., κNE may be as much as 10 (Table 1).
Nevertheless, even for the aboveκNE value,κP is close to 0.1.
As a result, the outer resonances escape detection since theS/N
ratio was found to be of 10 (cf. the low-temperature spectra of
1, Figure 4). Thus, the intensity of the outermost lines is
estimated to be on the verge of the experimental sensitivity.
Apparently, minor variations ofDQ, W0, andW1 may allow one
to detect these lines for2 (cf. Figure 4) and escape their detection
for 1.63 The genesis of the absorption/emissive pattern of the
outermost lines of2 (Figure 4) can be illustrated by the
population scheme shown in Figure 6. Obviously, since “the
outermost sublevels” (m4 ) +3/2 and-3/2) are overpopulated
compared to “the inner sublevels” (m4 ) +1/2 and -1/2), the
-1/2 T -3/2 and+1/2 T +3/2 transitions should be detected in
the absorption and emission modes, respectively.

We found that the ISC rate constant of4T1 f 2S0 is practically
same for the both compounds (kQD0 ) (3-5) × 104 s-1),
independent of the temperature and the state of solutions. It is
worth noting that these values are in line with the quartet
lifetimes (25-50 µs) reported elsewhere.19,64 At low tempera-
tures (cf. Figure 2, parts e1 and e2) this ISC contributes to the
decay of ESP. At higher temperatures, the activated CT process
turns to be much faster than the ISC quenching, and thus, the
latter can be neglected.

Regarding the exchange interaction, the best-fit values ofJDT

were found to be+1.7 and- 3.4 cm-1, for 1 and2 respectively.
These values are comparable with those estimated previously
for a compound similar to those studied here.65 With these
findings, the energy gaps3JDT between the2T1 and4T1 states
are sufficiently large so that a difference in the rates of the
forward and back ISC (2T1 T 4T1) could govern the kinetic
behavior of the system, ensuring a change of ESP sign.
Changing the sign ofJDT from positive to negative results in
changing the order of ESP: the emission/absorption sequence
switches to the absorption/emission one.

An important point to discuss is the relationship between the
sign of JDT and the value ofrCT. The separation distances
between the nitroxide radical and fullerene moieties are large,
with the shorter distance (8 Å) related toJDT > 0 (1) and the
longer distance (11 Å) related toJDT < 0 (2). For such relatively
large distances, direct overlap of the electronic clouds is
negligibly small. Thus, the indirect interactions, induced by
delocalization of the electrons over the bridge connecting the
doublet and triplet moieties (spin superexchange) and/or by ET
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between those moieties, could account for the spin exchange.
We assume that ET interactions are dominant suggesting a
qualitative model based on mixing between2,4T1 and2CT states.
In Figure 7, we present the parabolic electronic potentials of
the doublet-quartet{2,4T1 ≡ 2,4(3C60; 2TEMPO)} and charge-
separated{2CT ≡ 2(2C60

-; 1TEMPO+)} states. They are the
cross sections of the energy surfaces through the inner-sphere
reorganization coordinate. The solid and dotted lines belong to
the doublet and quartet multiplicities, respectively. The unper-
turbed2T1 and4T1 states are shown as degenerate since the direct
overlapping between states is negligibly small for large separa-
tions. The insets to Figure 7 show the potentials, which
correspond to the separation distance between the constituents
of the radical-triplet pair, subjected to the external magnetic
field. We assume that in the intersection region the wave
function of the doublet charge separated state,2CT, is mixed
with that of the2T1 state, implying that the transferred electron
is shared by both interacting moieties. Two cases are consid-
ered: (a) intersections in the inverted region and (b) intersections
in the normal region. When the degenerate2,4T1 potential crosses
the2CT potential in the inverted region, the former is selectively
destabilized, namely the2CT and 2T1 states with the same
multiplicity are mixed in the crossing region, while4T1 remains
intact (cf. Figure 7a). Destabilization of the2T1 state as
compared to the4T1 state is associated with removal of the2,4T1

degeneracy resulting inJDT > 0. On the other hand, in the
normal region, stabilization of the2T1 state occurs (cf. Figure
7b), and thus, the gap between the2T1 and4T1 states is described
by JDT < 0. On the basis of the ESP observations we conclude
that crossing of the potentials occurs in the inverted region for
1 (resulting inJDT > 0) and in the normal region for2 (resulting
in JDT < 0). From this model, the normal region is related to
the larger C60-TEMPO distance (2), while the shorter distance
(1) is associated with the inverted region. Supporting evidence
for the above conclusion can be found in recent analytical
approaches, which took into account effect of the CT states on
the exchange interaction between two doublet species.16,66,67In
these studies, it was shown that for large distances between
spins, JDD can be approximated by{-VRP

2/(∆GET + λET)},
where VRP is the matrix element coupling the reactant and
product electronic states,∆GET and λET are the free and
reorganization energies of a particular ET reaction. Thus, for

cases where (-∆GET) > λET, i.e., in the Marcus inverted region,
JDD > 0 while for (-∆GET) > λET, i.e., in the Marcus normal
region,JDD < 0.

Conclusions

On the basis of the experimental observations of ESP,
generated in liquid and frozen solutions of two C60-TEMPO
compounds, a new mechanism, RQM, operating in rigid
systems, was proposed. With this mechanism, we could explain
all qualitative features of the observed ESP under different
experimental conditions. As a result of the simulations in the
framework of RQM, we succeeded in getting the rates of the
relaxation processes occurring between and within the lower
electronic states of the functionalized fullerenes.
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Appendix I

The populations of the Zeeman sublevels are given by the
solving the coupled kinetic equations:

Figure 7. Intersections between the doublet-quartet (2T1/4T1) and
charge-separated (2CT) states. Electronic potentials of the states involved
are shown as the sections of energy surfaces through the reorganization
coordinate. Solid and dotted lines belong to states of doublet and quartet
multiplicity, respectively. The insets show the sections of energy
surfaces for the coordinate corresponding to the distance between the
doublet and the triplet constituents (enlarged scale). Two cases are
shown: intersections in the inverted (a) and the normal (b) regions.

d[2T1(+
1/2)]

dt
) -{kDQ(+1/2,+

3/2) + kDQ(+1/2,-
1/2) +

kDQ(+1/2,-
1/2) + wD + kDD0

(+1/2,+
1/2)}[2T1(+

1/2)] +

kQD(+3/2,+
1/2)[

4T1(+
3/2)] + kQD(-1/2,+

1/2)[
4T1(-

1/2)] +

kQD(-3/2,+
1/2)[

4T1(-
3/2)] + w-D[2T1(-

1/2)]

d[2T1(-
1/2)]

dt
) -{kDQ(-1/2,+

3/2) + kDQ(-1/2,+
1/2) +

kDQ(-1/2,-
3/2) + w-D + kDD0

(-1/2,-
1/2)}[2T1(-

1/2)] +

kQD(+3/2,-
1/2)[

4T1(+
3/2)] + kQD(+1/2,-

1/2)[
4T1(+

1/2)] +

kQD(-3/2,-
1/2)[

4T1(-
3/2)] + wD[2T1(+

1/2)]

d[4T1(+
3/2)]

dt
) -{kQD(+3/2,-

1/2) + kQD (+3/2,-
1/2) +

wQ(+3/2,+
1/2) + wQ(+3/2,-

1/2) + kQD0
}[4T1(+

3/2)] +

kDQ(+1/2,+
3/2)[

2T1(+
1/2)] + kDQ(-1/2,+

3/2)[
2T1(-

1/2)] +

w-Q(+1/2,+
3/2)[

4T1(+
1/2)] + w-Q(-1/2,+

3/2)[
4T1(-

1/2)]

d[4T1(+
1/2)]

dt
) -{kQD(+1/2,-

1/2) + w-Q(+1/2,+
3/2) +

wQ(+1/2,-
1/2) + wQ(+1/2,-

3/2) + kQD0
}[4T1(+

1/2)] +

kDQ(-1/2,+
1/2)[

2T1(-
1/2)] + wQ(+3/2,+

1/2)[
4T1(+

3/2)] +

w-Q(-1/2,+
1/2)[

4T1(-
1/2)] + w-Q(-3/2,+

1/2)[
4T1(-

3/2)]
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Appendix II

To compare the calculated populations with the experimental
TREPR signals obtained in liquid solutions, in terms of the
amplitude of the specific lines, several important points should
be taken into account.

(1) The lines of the excited states (2/2′′, 3′/3′′, 4′/4′′, and
5/5′′ in Figure 3) represent a superposition of several EPR
signals occurring due to different Zeeman transitions. For liquid
samples, they include transitions within both2T1 and4T1 states
(which are undistinguishable for X-band EPR due to accidental
coincidence of the magnetic fields corresponding to theg-factors
difference and the hfs parameters of these excited states).
Contribution of4T1 therewith contains all anisotropic transitions
of the4T1 state merging into a single line by molecular motion.24

(2) Since the width of the lines are comparable with the
distances between them, the broad non-Lorentzian tails of the
ground state lines affect the amplitude of lines ascribed to the
excited states. This effect is strongly temperature dependent.

3) We should take into account that every component, con-
tributing to the line intensity, is proportional to∆ng2âB

2S(S +
1)(B0/∆B1/2),55 whereB0 is the magnetic field strength corre-
sponding to the center of the component, and∆B1/2 is the half-
width of the component (fwhm). In other words, one should
take into account different spin values,g-values, and width of
every line component.

On the basis of the above arguments, for comparing the
calculated values with the experimental TREPR signals, we
utilize the effective population differences instead of the real
population differences. In Figure 2, we plot the following

quantity for the population difference of the excited states:

and for that of the ground state:

whereR1 ) {3/2(3/2 + 1)}/{1/2(1/2 + 1)} ) 5 andR2 ) 0.1-
0.3, depending on temperature (a contribution of the ground-
state line wing).R3 ()0.8) accounts for the line width difference;
([2S0(-1/2)]eq - [2S0(+1/2)]eq) ) ∆neq(GS) is the equilibrium
population difference. For illustration, we also show in Figure
2 the temporal dependence of the virtual signal of2T1 state,
which experimentally cannot be sorted out:

To compare simulated and experimental results, we should
take into account a few instrumental effects. First, although we
observe negative EPR signals both for the excited and ground
states (Figure 2), they correspond to the emissive ESP for the
2T1 and4T1 states only, but not for the ground state. A reason
for that is associated with a specificity of TREPR technique.
The preamplifier of the TREPR spectrometer includes a filter,
which cuts the low-frequency components of the incoming
signal together with a constant equilibrium signal. To take this
effect into account, we have subtracted an equilibrium popula-
tion difference from the calculated values (cf. eq AII-2).56 For
both 1 and2 at all temperatures used,|∆n(GS)| was found to
be smaller than∆neq(GS). It means that, although the “apparent”
EPR signals of the ground states look like being emissive,
actually we have a strong deviation from equilibrium, associated
with absorption of microwaves. In contrast, for the excited states
we observed real emissive spectra because of the zero equilib-
rium populations. The second instrumental effect is connected
with the fact that the initial ESP evolves within the response
time of EPR spectrometer and, thus, the corresponding EPR
spectra appear less intense then the “true” ones. To match the
theoretical and experimental results we convoluted the computed
temporal functions with the Gauss response function of the
spectrometer (100 ns fwhm).
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